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Airport security is one of the major concerns in the world today. One step towards 

achieving security is to create suspicion at the right time. This paper proposes the need of 
a network interface for the security devices already in use, which will continuously give 
input to an “intelligent center” implementing an algorithm to signal suspicion when 
required. My work is to define a cost effective model, and show theoretically how well 
the algorithm could work in such a model. Thus one can see if it is realizable and useful 
in the real world. 

There are two main parts to this proposal. The first part is based on the fact that 
“Group judgments reduce the error of judgment”. Face-recognition techniques, for 
example, are not really useful by themselves. Nevertheless, if it is combined with areas 
that include speech, gesture and emotion recognition, the probability of success increases 
greatly.  A good choice of input from these devices can be used to feed to the main 
algorithm. Also tracked motion data could be used to calibrate distributed sensors to 
calculate rough site models, to classify detected objects, to learn common patterns of 
activities for different object classes and to detect unusual activities. A model of a 
network interface is required where this can be done successfully. 

The second part is the algorithm itself. This will be a combination of data mining 
and machine learning techniques along with the concept of collective intelligence. The 
heart of the idea is to use event logic to describe the events in the world. This idea has 
been presented by Prof. Jeffery Mark Siskind and has successfully been implemented in 
the visual domain. Further research is also in progress to implement it in other domains. 
An event can be described as a combination of sight, sound position etc. that is fed in to 
this algorithm using techniques like the one listed above. We get series of events at run 
time, and the algorithm continuously and intelligently learns the normal pattern. It should 
also be able to weigh the importance of the different sources (visual, sound etc) at run 
time through the process of learning. Once this is known, suspicion can be detected with 
a good probability.  

The way this is set up there is also scope for actions that can be taken if we 
include monitoring other devices with human involvement.  There are currently some 
evolving visually guided robots, which show that neural-network control architectures 
can be evolved for an accurate simulation model of a visually guided robot. Structures 
like these (which could also be human) distributed (or moving) all around the airport and 
serve as nodes of a network, at the heart of which the algorithm is implemented. The data 
collected will not be completely accurate but would be able to detect trouble, sometimes 
even with information of the kind of trouble. This should generate a suspicion signal, 
which can inform authorities. Thus this also provides automata and assistance to the 
security officers. Implementation of such a large scale project requires a good well 
analyzed model which is the aim of this project.    
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